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The travel behavior field is entering into a new data landscape in which voluminous and diverse 
amounts of data are becoming available to analysts through a whole host of equipment that act as 
sensors — legacy roadway systems, smart phones and GPS systems, and smart cars themselves. 
The key issue is how to deal with such voluminous and diverse amounts of incoming data per unit 
of time, and translate them into usable information for near-real time operations purposes or for 
longer-term planning purposes. In addition, predictive analytics to translate data into information 
requires the ability to deal with data that may be from multiple sources, highly noisy, 
heterogeneous, and high-dimensional with complex interdependencies.  On the last of these, the 
joint modeling of data with mixed (heterogeneous) types of dependent variables (including 
ordered-response or ordinal variables, unordered-response or nominal variables, count variables, 
and continuous variables) is a challenging problem. But, at the same time, new inference methods 
(and variants of these inference methods) have been proposed to address the increasing complexity 
of the models, so that it becomes feasible from a computational standpoint to estimate such models.   
 
Figure 1 provides a diagrammatic representation of the temporal evolution of the types of 
dependent variables considered in the field (on the x-axis) and estimation methods (on the y-axis). 
This is discussed further below. In the ensuing discussion, we will focus solely on parametric 
models. We recognize that there have been some developments in non-parametric models too, but 
expanding to include such non-parametric models would be too wide a scope for a single paper. 
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Figure 1. Evolution of dependent variable types and methods 

 
Period up to (and including) the 1990s 
 
Much of the focus of travel behavior analysis (and applied econometrics in general) during this 
period was on continuous or single discrete variables. Among the single discrete variable models, 
the multinomial logit (Luce and Suppes, 1965; McFadden, 1974), the nested logit model (Williams, 
1977; McFadden, 1978; Daly and Zachary, 1978), and multivariate extreme value models 
(McFadden, 1978; Ben-Akiva and Francois, 1983; Small, 1987; Chu, 1989; Vovsha, 1997; Bhat, 
1998a; Koppelman and Wen, 2000) were the ones most applied in practice, primarily because of 
their closed-form probability expressions. During this period, on the inference method front, the 
predominant ones involved the method of moments or MOM (for continuous variables) or 
maximum likelihood or ML (for discrete variables). The MOM inference approach is based on the 
recognition that, in the population, the exogenous factors of the behavior being modeled and the 
model residuals are uncorrelated, and is implemented by making the residuals and exogenous 
“instrument” variables be uncorrelated in the sample. This MOM estimator is equivalent to the 
well-known least squares estimator for linear regression models when the exogenous “instrument” 
variables are the explanatory variables (see Train, 2009; page 240). The ML inference approach, 
used for discrete choice modeling, is based on estimating parameters by maximizing the joint 
probability (across all sample observations) of the observed individual choices (as a function of 
the parameters to be estimated), given the explanatory variables. While the ML technique, in the 
case of discrete choice models, is a special case of the MOM when the exogenous “instrument” 
variables in the MOM are replaced by the scores (the score refers to the derivative of the individual 
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log(probability) with respect to parameters), it is easier conceptualized as maximizing the joint 
probability of the observed sample.   
 
The multinomial probit (MNP) model, though introduced early in the 1970s, did not see much use 
until the 1990s and well beyond, despite simulation-based developments by McFadden (1989) and 
Pakes and Pollard (1989). This perhaps was mainly because the MNP likelihood function involves 
a truncated multivariate integral (i.e., the cumulative multivariate normal (MVN) function) that is 
generally not easy to evaluate using simulation methods. On the other hand, in the late 1990s, the 
mixed multinomial logit (MMNL) model that allows random coefficients, but retains an extreme 
value kernel error distribution, surged in popularity, primarily because of the ease of its 
conceptualization as well as ease in estimation through simulation draws over an untruncated 
multivariate distribution (see Revelt and Train, 1998 and Bhat, 1998b). The MMNL model is 
typically estimated using the maximum simulated likelihood (MSL) method that replaces the 
logarithm of the probability of each observation in the objective function (that is, the log-likelihood 
function) to be maximized by the logarithm of a simulated probability for that observation. 
Because the logarithm of the simulated probability is not unbiased for the logarithm of the true 
probability, even if the simulated probability is unbiased for the true probability, the MSL 
inference approach is technically a biased estimator (with the bias diminishing with increasing 
number of simulation draws). However, MSL is consistent if the number of draws rises with 
sample size (under standard regularity conditions), and becomes asymptotically normal and 
efficient if the number of draws rises faster than the square root of sample size. The problem, 
though, is that, while these are nice theoretical results, they provide little insight into the number 
of draws actually needed in a practical setting to make MSL consistent and asymptotically normal 
(CAN) and efficient. The Method of Simulated Moments (MSM) estimator, on the other hand, 
when applied to the MMNL (or any analytically intractable econometric model) has the appealing 
property that it is CAN because the probability expression enters linearly in the equation used to 
solve for the value of the parameters. However, typically, it is not as efficient as MSL.  
 
The Period from 2000-2005 
 
This period saw a rapid growth in the application of the MMNL model for discrete choice, as well 
as expansion of the domain of the dependent variable to include a single discrete and its 
corresponding continuous quantity of consumption. But perhaps the single most important 
development in this period was the introduction of a new quasi-Monte Carlo (QMC) way of 
making simulation draws for MSL estimation of econometric models. The QMC approach, similar 
to the Monte Carlo approach, evaluates a multidimensional integral by replacing it with an average 
of values of the integrand computed at discrete points. However, rather than using pseudo-random 
sequences for the discrete points, the QMC approach uses “cleverly” crafted non-random and more 
uniformly distributed QMC sequences within the domain of integration. The underlying idea is 
that it is really inconsequential whether the discrete points are truly random; of primary importance 
is the even distribution (or maximal spread) of the points in the integration space.  
 
Bhat (2000; 2001) proposed and introduced a simulation approach using QMC sequences for 
estimating discrete choice models with analytically intractable likelihood functions. In his 
approach, Bhat generates a multidimensional QMC sequence of length N*Q, then uses the first N 
points to compute the contribution of the first observation to the criterion function, the second N 
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points to compute the contribution of the second observation, and so on. Each set of N points 
covers the domain of integration very well, resulting in more accurate probability evaluations for 
each sample observation. At the same time, each set of N points for each observation fills in the 
gaps left by the sets of N points used for previous observations. Consequently, the cancellation of 
simulation errors across observations is stronger when using QMC sequences than when using the 
ordinary pseudo Monte-Carlo (PMC) sequence. For example, Hensher (2001) found that the data 
fit and parameter values of the mixed logit model in his study remained about the same beyond 50 
Halton draws and concludes that the QMC approach is “a phenomenal development in the 
estimation of complex choice models”. Many other studies during this period investigated the 
value of QMC draws, and examined different QMC variants (sequences) to use, including Bhat 
(2003) who suggests a scrambled QMC approach in high dimensions to reduce the correlation 
along high dimensions of a standard QMC sequence and shows that the scrambling improves the 
performance of the standard QMC sequence. A listing of the many applied studies of the MMNL 
model using the QMC approach during the 2000-2005 period is available in Bhat et al. (2008).  
 
Period from 2005-2010 
 
This period saw the entry of multiple discrete-continuous choice models in the travel behavior 
literature. A detailed review of these models is provided in Bhat and Pinjari (2014), so we will 
only provide a brief overview of these kinds of models here.  
 
Many choice situations are characterized by the choice of multiple alternatives at the same time 
(that is, multiple discreteness), as opposed to the choice of a single alternative. In addition, in such 
situations, the consumer usually also decides on a continuous dimension (or quantity) of 
consumption, which has prompted the label “multiple discrete-continuous” (MDC) choice (see 
Bhat, 2005; 2008). Specifically, an outcome is said to be of the MDC type if it exists in multiple 
states that can be jointly consumed to different continuous amounts.  
 
The basic approach in a utility maximization framework for multiple discreteness hinges upon the 
use of a non-linear (but increasing and continuously differentiable) utility structure with decreasing 
marginal utility (or satiation). The origins of utility-maximizing MDC models may be traced back 
to the research of Wales and Woodland (1983) (see also Kim et al., 2002; von Haefen and Phaneuf, 
2003; Bhat, 2005). Bhat (2008) proposed a Box-Cox utility function form that is quite general and 
subsumes earlier utility specifications as special cases, and that is consistent with the notion of 
weak complementarity (see Mäler, 1974), which implies that the consumer receives no utility from 
a non-essential good’s attributes if she/he does not consume it. Then, using a multiplicative log-
extreme value error term in the baseline preference for each alternative, Bhat (2005; 2008) 
proposed and formulated the multiple discrete-continuous extreme value (MDCEV) model, which 
has a closed-form probability expression and collapses to the MNL in the case that each (and 
every) decision-maker chooses only one alternative.  
 
The MDCEV model immediately was applied in a wide variety of travel behavior-related topics, 
including for time-use analysis, household vehicle fleet composition and use, household good 
expenditures, and vacation location choice (see Bhat and Eluru, 2010). The model continues to see 
substantial use in a variety of fields. Some recent examples include Yonezawa and Richards (2017) 
in the managerial economics field, Shin et al. (2015) in the technological and social change field, 
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and Wafa et al. (2015) in the regional science field. Of course, just as in the case of the traditional 
single choice models, advanced variants of the MDCEV such as the MDCGEV and random-
coefficients MDCEV have also been introduced and applied (see, for example, Calastri et al., 
2017; Bernardo et al., 2015; Pinjari, 2011) In addition, some studies have considered the 
replacement of the log-extreme value error term in the baseline preference with a log-normal error 
term, along with random-coefficients versions of the resulting MDC probit (MDCP) model (Bhat 
et al., 2016a; Khan and Machemehl, 2017). Several other extensions of the MDC model have also 
been undertaken and there are yet many outstanding issues to be resolved (see Bhat and Pinjari, 
2014; Bhat, 2018a).  
 
From a model inference standpoint, the composite marginal likelihood (CML) approach found its 
way into travel behavior research during this period. The CML inference approach is a relatively 
simple approach that can be used when the full likelihood function is near impossible or plain 
infeasible to evaluate due to the underlying complex dependencies. For instance, Varin and Czado 
(2010) examined the headache pain intensity of patients over several consecutive days. In this 
study, a full information likelihood estimator would have entailed as many as 815 dimensions of 
integration to obtain individual-specific likelihood contributions, an infeasible proposition using 
the computer-intensive simulation techniques. As importantly, the accuracy of simulation 
techniques is known to degrade rapidly at medium-to-high dimensions, and the simulation noise 
increases substantially. This leads to convergence problems during estimation. In contrast, the 
CML method, which belongs to the more general class of composite likelihood function 
approaches (see Lindsay, 1988), is based on forming a surrogate likelihood function that 
compounds much easier-to-compute, lower-dimensional, marginal likelihoods. The CML 
approach can be applied using simple optimization software for likelihood estimation. It also 
represents a conceptually and pedagogically simpler simulation-free procedure relative to 
simulation techniques, and has the advantage of reproducibility of the results. Finally, as indicated 
by Varin and Vidoni (2009), it is possible that the “maximum CML estimator can be consistent 
when the ordinary full likelihood estimator is not”. This is because the CML procedures are 
typically more robust and can represent the underlying low-dimensional process of interest more 
accurately than the low dimensional process implied by an assumed (and imperfect) high-
dimensional multivariate model. 
 

The simplest CML approach is a pairwise likelihood function formed by the product of likelihood 
contributions of all or a selected subset of couplets (i.e., pairs of variables or pairs of observations). 

Almost all earlier research efforts employing the CML technique have used the pairwise approach. 
Alternatively, the analyst can also consider larger subsets of observations, such as triplets or 
quadruplets or even higher dimensional subsets (see Caragea and Smith, 2007). In general, the 
issue of whether to use pairwise likelihoods or higher-dimensional likelihoods remains an open, 
and under-researched, area of research. However, it is generally agreed that the pairwise approach 
is a good balance between statistical and computation efficiency.  
 
The properties of the CML estimator may be derived using the theory of estimating equations (see 
Cox and Reid, 2004; Bhat, 2014). Specifically, under usual regularity assumptions, the CML 
estimator is consistent and asymptotically normal distributed (this is because of the unbiasedness 
of the CML score function, which is a linear combination of proper score functions associated with 
the marginal event probabilities forming the composite likelihood). Of course, the maximum CML 
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estimator loses some asymptotic efficiency from a theoretical perspective relative to a full 
likelihood estimator (Zhao and Joe, 2005; Bhat, 2014). On the other hand, there is also a loss in 
asymptotic efficiency in the maximum simulated likelihood (MSL) estimator relative to a full 
likelihood estimator (see McFadden and Train, 2000).  
 
Early applications of the CML approach in the transportation/econometric field (and specifically 
the pairwise likelihood approach) include Ferdous et al. (2010) in the context of cross-sectional 
multivariate ordered-response probit (CMOP) systems, and Bhat et al. (2010) to estimate their 
multivariate ordered-response probit system in the context of a spatially dependent ordered 
response outcome variable. Since then, the CML inference approach has been used widely to 
estimate multivariate econometric model systems and spatially-dependent model systems (see 
Bhat, 2014 for a detailed discussion).  The conceptual and implementation simplicity of the CML 
approach makes it a promising and simple approach for analytically-intractable econometric 
models.  
 
Period from 2010-2015 
 
This period saw the arrival of joint models of data with mixed types of dependent variables 
(including ordered-response or ordinal variables, unordered-response or nominal variables, count 
variables, continuous variables, and multiple discrete-continuous variables). Such mixed 
dependent variable models are of interest in several fields, including biology, developmental 
toxicology, finance, economics, epidemiology, social science, and transportation. In the 
transportation field, households that are not auto-oriented are likely to locate in transit- and 
pedestrian-friendly neighborhoods that are characterized by mixed and high-density land use; 
pedestrian-oriented design in such communities may also further structurally reduce motorized 
vehicle miles of travel. If that is the case, then it is likely that the choices of residential location 
(nominal variable), vehicle ownership (count), and vehicle miles of travel (continuous) are being 
made jointly as a bundle (see, for example, Bhat et al., 2014).  
 
The interest in mixed model systems has been spurred particularly by the recent availability of 
high-dimensional heterogeneous data with complex dependence structures, thanks to technology 
that allows the collection and archival of voluminous amounts of data (“big data”). Unlike standard 
correlated linear data that can be analyzed using traditional multivariate linear regression models, 
the presence of non-commensurate outcomes creates difficulty because of the absence of a 
convenient multivariate distribution to jointly (and directly) represent the relationship between 
discrete and continuous outcomes. Of course, one can choose to simply ignore the dependence and 
estimate separate models. However, such an approach is inefficient in estimating covariate effects 
for each outcome because it fails to borrow information on other outcomes, and is limiting in its 
ability to answer intrinsically multivariate questions such as the effect of a covariate on a 
multidimensional outcome (Teixeira-Pinto and Harezlak, 2013). But, more importantly, if some 
endogenous outcomes are used to explain other endogenous outcomes (such as examining the 
effect of density of residence on auto-ownership model), and if the outcomes are not modeled 
jointly to recognize the presence of unobserved exogenous variable effects, the result is 
inconsistent estimation of the effects of one endogenous outcome on another.  
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In the economics and transportation fields, the outcomes of mixed models are tied based on their 
latent variable representations (for non-continuous outcome variables) or observed continuous 
variable representations. The models typically assume a multivariate normal (MVN) distribution 
over the entire set of latent variables and observed continuous variables characterizing the many 
types of outcomes. Models with nominal variables are based on latent variable representations of 
the nominal variables (these latent variable representations take the form of the utilities of each 
alternative for each nominal variable; for example, see Paleti et al., 2013 and Bhat et al., 2014). A 
variant of this methodology uses a Gaussian copula function to tie the latent and observed 
continuous variables if the variables have different marginal distributions, though this approach 
has been confined to scenarios without a nominal variable (see, for example, Wu et al., 2013). 
Another variant introduces random error terms linearly in the latent and observed continuous 
variable equations associated with the discrete outcomes and continuous outcomes, respectively. 
The underlying continuous variables are considered to be independent, conditional on these 
random error terms. Then, if these random error terms are common or correlated, the result is an 
association structure among the mixed outcomes. Such a specification falls under the label of a 
multivariate generalized linear latent and mixed model (GLLAMM), and is particularly helpful 
when considering clustering effects (due to multiple observations from the same person or due to 
spatial dependency) in addition to correlation across mixed outcomes (see, for example, Faes et 
al., 2009 and Bhat et al., 2014).  
 
Another approach, originating from the social sciences, implicitly generates dependence among 
mixed outcomes by writing the latent and observed continuous variables as a function of 
unobserved psychological constructs. These relationships are characterized as measurement 
equations, in that the psychological constructs are manifested in the larger combination of mixed 
outcomes. The constructs themselves are related to exogenous variables and may be correlated 
with one another in a structural relationship. In this approach, the unobserved psychological 
constructs serve as latent factors that provide a structure to the dependence among the many mixed 
indicator variables. Seen from this perspective, the approach can also be viewed as a parsimonious 
attempt to explain the covariance relationship among a large set of mixed outcomes through a 
much smaller number of unobservable latent factors. Sometimes referred to as factor analysis, the 
approach represents a powerful dimension-reduction technique to analyze high-dimensional 
heterogeneous outcome data by representing the covariance relationship among the data through 
a smaller number of unobservable latent factors. An entire field of structural equations modeling 
(SEM) has been developed around this psychological construct-based dependence modeling, 
originating in some of the early works of Jöreskog (1977). However, the SEM field has focused 
almost exclusively on non-nominal variable analysis (see Gates et al., 2011 and Hoshino and 
Bentler, 2013). Indeed, traditional SEM software (such as LISREL, MPLUS, and EQS) is either 
not capable of handling nominal variables or at least are not readily suited to handle nominal 
variables (see Temme et al., 2008). But when this approach is extended to include a nominal 
variable, it essentially takes the form of an integrated choice and latent variable (ICLV) model 
(Ben-Akiva et al., 2002; Bolduc et al., 2005). But, while traditional SEM techniques typically 
adopt normally distributed latent factors along with normally distributed measurement error terms 
(leading to probit models in the presence of binary/ordered outcomes), ICLV models tend to use 
normally distributed latent factors mixed with logistically distributed errors in the measurement 
equations for ordinal variables and type-1 extreme value errors in the nominal outcome utility 
functions (leading to a probability expression that involves a multivariate integral over the product 
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of logit-type probabilities for the outcomes). In both the SEM and ICLV cases, the standard 
estimation methodology is the method of maximum likelihood estimation. When there are many 
binary/ordered-response outcomes (indicators) and/or a nominal variable, the integrals in the 
overall probability expression are computed using simulation techniques. As indicated by Hoshino 
and Bentler (2013), this can “be difficult to impossible when the model is complex or the number 
of variables is large.” This is particularly the case with the mixture formulation of ICLV models 
in general, and particularly when there are several latent factors (see Daziano and Bolduc, 2013).  
 
Bhat and Dubey (2014) proposed a different way of formulating ICLV models, in which they use 
a SEM-like probit approach while also accommodating a single nominal variable. Essentially, this 
approach combines the power and parsimony of the dimension-reduction factor analysis structure 
of SEMs (as just discussed above) with an approach that uses a symmetric, latent continuous 
variable representation for all non-continuous outcomes (as in Paleti et al., 2013 and Bhat et al., 
2014). Bhat (2015a) and Bhat et al. (2016b) later generalized this approach to the case of multiple 
nominal outcomes, multiple ordinal variables, multiple count variables, multiple continuous 
variables, and a multiple discrete-continuous variable. The resulting model, which is labeled 
simply as the generalized heterogeneous data model (GHDM), is general enough to accommodate 
other models in the literature as special cases. Bhat and colleagues propose a new maximum 
approximate CML (or MACML) inference approach for their probit-based ICLV type model as 
well as for their more general GHDM model, as discussed further below. Straightforward 
extensions of the GHDM model are available to accommodate longitudinal and spatial clustering.  
 
The reason for the development of the MACML approach is that the presence of  a nominal 
outcome variable or a multiple discrete-continuous variable in mixed variable modeling still can 
create a computational challenge, even after one applies the traditional CML technique. For 
instance, in the presence of even just a single nominal variable with I choice alternatives per 
individual (assume for ease in presentation that all individuals have all I choice alternatives), and 
an additional ordered-response variable, the CML approach involves compounding the likelihood 
of the joint probability of the two observed outcomes (variables) for each individual. However, 
this joint probability itself entails the integration of a multivariate normal cumulative distribution 
(MVNCD) function of dimension equal to ( 1) 1 .I I    The evaluation of such an integration 
function cannot be pursued using quadrature techniques due to the curse of dimensionality when 
the dimension of integration exceeds two (see Bhat, 2003). In this case, the MVNCD function 
evaluation for each agent has to be evaluated using simulation or other analytic approximation 
techniques. Typically, the MVNCD function is approximated using simulation techniques through 
the use of the Geweke-Hajivassiliou-Keane (GHK) simulator, which is perhaps the most effective 
simulator available for evaluating the MVNCD function. In addition, Bayesian simulation using 
Markov Chain Monte Carlo (MCMC) techniques (instead of MSL techniques) have been used in 
the literature (see Albert and Chib, 1993; McCulloch and Rossi, 2000; and Train, 2009). However, 
all these MSL and Bayesian techniques require extensive simulation, are time-consuming, are not 
very straightforward to implement, and create convergence assessment problems as the number of 
dimensions of integration increases. Besides, they do not possess the simulation-free appeal of the 
CML function in the first place.  
 
To accommodate the situation when the CML function itself may involve the evaluation of 
MVNCD functions, Bhat (2011) proposed a combination of an analytic approximation method to 
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evaluate the MVNCD function with the CML function, and labeled this as the MACML approach. 
While several analytic approximations have been reported in the literature for MVNCD functions, 
the one Bhat proposed for his MACML approach is based on decomposition into a product of 
conditional probabilities. A recent paper (Batram and Bauer, 2019) discusses the properties of the 
MACML estimator. Similar to the CML approach that decomposes a large multidimensional 
problem into lower level dimensional components, the analytic approximation method also 
decomposes the MVNCD function to involve only the evaluation of lower dimensional univariate 
and bivariate normal cumulative distribution functions. Thus, there is a type of conceptual 
consistency in Bhat’s proposal of combining the CML method with the MVNCD analytic 
approximation. The net result is that the approximation approach is fast and lends itself nicely to 
combination with the CML approach. Further, unlike Monte-Carlo simulation approaches, even 
two to three decimal places of accuracy in the analytic approximation is generally adequate to 
accurately and precisely recover the parameters and their covariance matrix estimates because of 
the smooth nature of the first and second derivatives of the approximated analytic log-likelihood 
function. Indeed, Patil et al. (2017) have recently shown in the case of a single nominal variable, 
and based on three metrics (accuracy, precision of parameter recovery and estimation time), that 
the MACML approach provided, by far, the best performance for the MNP-based data generation 
settings examined in the study (relative to traditional MSL-based approaches).  
 
2015-Present 
 
In many ways, the field seems to have come full circle. While the multinomial probit (MNP) model 
(Daganzo, 1979) has been known for a long time as a basis for a single nominal variable, it was 
literally spurned in favor of the MMNL model in the late 1990s and early 2000s due to the 
simulation ease of the latter compared to the former. However, new estimation techniques, 
including the MACML approach, make the estimation of the MNP much easier than for MMNL 
models, creating a resurgence in interest in MNP-based models. Besides, the MNP model can 
indeed be more parsimonious (computationally) than the MMNL in many situations, such as when 
the number of random coefficients is much more than the number of alternatives (and when the 
random coefficients are normally distributed). This is because the MNP likelihood function can be 
expressed as an integral whose dimensionality does not depend on the number of random 
coefficients in the specification. Also, in some contexts, the MVN distributional assumption of the 
MNP may carry better appeal than the extreme value (or multivariate extreme value) distribution 
used in logit-based models. For example, in social or spatial interaction models, it is much easier 
to specify parsimonious correlation structures using the MNP kernel than the logit kernel, 
primarily because of the conjugate nature of the multivariate normal distribution under affine 
transformations. This is reflected in the almost exclusive use of the MNP kernel for discrete choice 
models with spatial/social dependence (see a review in Bhat, 2015b). Similarly, it is much easier 
to work with a probit kernel for a nominal variable in situations with multi-dimensional joint mixed 
variables, again because of the ability to use the CML method to break down the 
multidimensionality, given that multivariate marginals of the multivariate normal distribution are 
themselves multivariate normally distributed.  
 
Similar to the resurgence of the popularity of MNP-based models for nominal variables, there is 
also a resurgence in interest in analytic approximations to compute the MVNCD function (of 
course, the resurgence in MNP use and in the interest in analytic approximations for the MVNCD 
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function is not without coincidence). Among the analytic approximation techniques, one of the 
first approaches was that proposed by Clark (1961). Unfortunately, this approximation does not 
perform well for MVNCD evaluations when the random variables are highly correlated or have 
different variances. In another analytic approximation study, Mendell and Elston (1974) (ME) use 
the same univariate conditioning approach that formed the basis later for the GHK, except they 
replace draws from the truncated normal at each conditioning step with approximations of the first 
two moments of the truncated variables at earlier conditioning steps. This method has also been 
used by many other authors since, including Rice et al. (1979), Kamakura (1989), and Hutmacher 
and French (2011). Yet another MVNCD analytic approximation was first proposed by Solow 
(1990) based on Switzer (1977), and then refined by Joe (1995). This procedure entails the 
decomposition of the multivariate integral into a product of conditional probabilities, and was used 
by Bhat (2011) in developing his MACML inference approach. However, the early analytic 
approximations for the MVNCD evaluations were spurned in favor of simulation-based 
approaches, only to see a move back today toward the consideration of analytic approximations.  
 
In a recent paper, Bhat (2018b) develops new analytic ways to evaluate the multivariate normal 
cumulative distribution (MVNCD) function. Unlike traditional simulation-based methods to 
MVNCD evaluation for econometric models, which can be saddled with convergence and 
computational cost problems, these analytic approximation techniques for MVNCD evaluation are 
known to provide likelihood surfaces (and the derivatives and hessians of these surfaces with 
respect to model parameters) that are more smooth, reducing convergence and covariance matrix 
computation problems that can occur routinely in the maximum likelihood estimation of consumer 
choice models with analytically intractable likelihood functions (see Bhat and Sidharthan, 2011). 
Bhat proposes a streamlined and matrix-based version of the ME method, which relies on a single-
sided truncation of a multivariate normal distribution in which some variables are truncated while 
others are not. Further, his new matrix-based implementation for the ME algorithm allows us to 
write, in a streamlined manner, the analytic matrix-based gradients of the approximated MVNCD 
function with respect to the abscissae and correlation parameters, an issue that is important in 
model estimation. In addition, he proposed four new methods for approximating the MVNCD 
function, based on recognizing that, when untruncated variables are normally distributed,  the 
marginal distribution of one of the untruncated variates given that other variables are truncated (or 
screened) is skew-normally distributed and not normally distributed. His results suggest that, for 
parameter estimation, it is better (at least in the context of analytic approximations) to evaluate 
individual choice probabilities (and, thus, individual log-likelihoods) accurately rather than relying 
on any ordering noise cancellation across observations.  
 
Looking Forward 
 
The field of consumer choice modeling has substantially matured over the course of the past few 
years, especially in the context of heterogeneous data modeling. This has been made possible 
through the introduction of new inference approaches as well as new analytic approximations of 
the MVNCD function. Of course, one still needs to recognize that the first order of business in any 
model should be on developing the best systematic specification possible (that is, introduce a rich 
set of explanatory variables). For policy analysis and forecasting, it is critical that the appropriate 
explanatory variables be present in the model. The recognition of jointness among dependent 
variables (or covariations and heteroscedasticity in the utilities of alternatives in nominal variable 
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or MDC variable modeling) is simply to recognize the inevitable presence of factors that we will 
never observe and/or capture in our data collections and that impact the dependent variables. This 
also brings up the issue of conceptual and theoretical thinking driving model specifications. Doing 
so is important for two reasons. The first is that, in most consumer choice modeling, we want 
Explainability -- the attribute of being able to explain why specific factors impact specific 
outcomes. This goes well beyond predictability. For example, a purely “black-box” model may be 
able to predict things well in the very short term or in response to small perturbations in the system. 
But it does not explain why a specific combination of circumstances leads to a specific outcome, 
or what the factors are that most impact the outcome at hand. On the other hand, a more 
“explainable” model may not be able to predict things as well in the very short term, but may be 
able to explain the outcome process much better than a “black-box” model. A more “explainable” 
model is likely to do better in long-term prediction or in response to large perturbations in a system. 
The essential question is how much do we want causality and explainability in our models and 
how much do we want a pure prediction accuracy model. For most consumer choice modeling, the 
emphasis is likely to be more on policy analysis in response to relatively large perturbations or for 
forecasting over a long planning horizon, and so explainability must never be dismissed or 
forgotten in our excitement of our new found prowess to estimate joint models accommodating 
error covariances. The second reason for keeping conceptual and theoretical thinking at the 
foundation of modeling building is more pragmatic. This is indeed the basis of the GHDM model, 
where latent psychological variables are used to engender jointness among multiple endogenous 
variables. Doing so immediately allows for a parsimonious covariance matrix in the joint model. 
Of course, in these kinds of models, investigating the literature and determining what kinds of 
latent constructs are appropriate and how these latent constructs may impact the endogenous 
variables of interest is critical. On the other hand, allowing for a general covariance matrix is likely 
to result in too many parameters to be estimated, and can lead to convergence and estimation 
problems.  
 
Another important issue to keep in mind is that of econometric identification. As we get into the 
realm of increasingly heterogeneous data modeling, it is important that we understand what 
parameters are identifiable and what are not. In some instances, even if parameters may be 
theoretically identifiable, they may not be empirically identifiable. A classic case of the latter is in 
MDC models, where, as Bhat (2008) explains, two parameters which result in satiation behavior 
and operate in different ways are theoretically identifiable, but provide utility curves that are 
essentially indifferentiable. This results in a situation of empirical unidentifiability of the two 
separate parameters. More broadly, the necessary identification conditions get tricky as we enter 
into more complex heterogeneous data modeling, and the analyst typically resorts to specifications 
that meet sufficiency conditions. In any case, there is a need to “dig in” with investigative curiosity 
when estimating heterogeneous consumer data models, because the identifiability is in the 
details.   
 
As a final word, we are in an exciting time in consumer choice modeling with endless possibilities, 
even if there are still new challenges to address. But our new found ability to estimate even multi-
dimensional models with relative ease should not lull us into being complacent in our 
responsibility to have conceptual and theoretical thinking drive our models. 
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